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Abstract This paper describes the organization of high-performance computing by using
GPUs (graphics processing unit) of different devices. In this study, the following tasks are
examined: the Dirichlet problem for the Poisson equation, the problem of immiscible oil dis-
placement (Buckley-Leverett’s model) and mathematical model of oil displacement process by
polymer-surfactant injection in a porous medium. Two algorithms have been tested: sequen-
tial and parallel (GPU). The calculations are performed on a mobile device Xiaomi MiPad
with NVIDIA Tegra K1 processor. The results are analyzed and compared with computations
on a PC (personal computer) with a NVIDIA GeForce GTX 550Ti graphics card. The re-
search output has led the authors to come to the three main conclusions: mobile devices can
be used as computers to solve practical problems as well as PCs; the global memory of mobile
devices prove to be ineffective in complex calculations; there is demand for practical models
that use shared memory in calculations. Therefore, authors find that it is reasonably possible
to conduct calculations of complex mathematical models in real-time using mobile devices.
All these allow to create a mobile prototype of the being-developed ”smart” field platform for
oil companies of Kazakhstan.
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1 Introduction

In recent years, mobile technologies have become one of the most popular segments of
global tech sector. Therefore, these technologies are being developed at a tremendous
speed. Modern mobile processors are complete computational units which may be used
as additional threads for computing clusters or as a platform for calculating separate
tasks. In our days, there are millions of mobile devices whose resources are not used in
full and that creates space for use of a number of selected computations. For example,
BOINC (Berkeley Open Infrastructure for Network Computing) system provides scien-
tists with computational resources consisting of thousands of PCs and mobile devices
all over the world [1]. However, BOINC only uses the central processing unit of mobile
devices.

The idea of creating a high-performance software on mobile devices have been
originated in the framework of realization of the ”i-fields” concept [2] to the oil fields
of Kazakhstan (i.e. the goal was to develop a hydrodynamic simulator for real-time
calculations on mobile platforms (Figure 1). Its purpose to work on modelling and
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prediction of hydrodynamic processes using mobile devices, which allows operational
decision-making despite user’s location and time of day. This work is part of project
aimed at design of distributed high-performance information system to analyze the
development of oil and gas fields using modern mathematical models of enhanced oil
recovery [3, 4, 5]. High-performance applications for mobile devices will be loaded as
a service package from a web platform.

Figure 1: ”Closed-loop intelligent field” scheme (Smart Fields Consortium, Stanford
University, USA).

Section 2 describes three problems in order to test the parallel algorithm. The
first one is solving the three-dimensional Poisson equation with a Dirichlet boundary
condition [6]. This equation considered as the simplest case of elliptic equations that are
frequently used for simulation of stationary physical processes. The second problem is
Buckley-Leverett’s model, which describes a simple immiscible oil displacement process
in a porous medium. The last one is the solution of problem of oil displacement process
by polymer and surfactant injection taking into account a salinity of oil reservoir and
temperature effects. The last computer model described the complex real industrial
problem of oil recovery. Section 3 describes a parallel algorithm on a GPU, which uses
a shared memory for storage of a grid node values. Section 4 comprises of various
comparative tests focusing on effectiveness of mentioned algorithms.

2 Problem Statement

The work is aimed at creation of an ubiquitous computing system for oil recovery
computer model. For this purpose, a mobile application has been written, which im-
plements high-performance parallel algorithms using GPU of the mobile device. These
algorithms are used to parallelize the numerical solution of differential equations. 3
cases are considered for the models of varying complexity.

Case 1 Poisson equation is the simple example of an elliptic problem. It allows to
analyze the behaviour of many stationary simulation elliptic models. The problem
was numerically solved in three-dimensional domain D = {0 ≤ xα ≤ 1, α = 1, 2, 3}.
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Table 1: Computing time (sec.) of three-dimensional Poisson equation on different
grids and algorithms (using CUDA technology with block size 8x8x8)
Tested algorithms 32x32x32 64x64x64 128x128x128 256x256x256
Parallel algorithm (PC) 0.03 0.25 2.14 20.59
Parallel algorithm (mobile) 0.23 0.96 14.75 62.09
Sequential algorithm (PC) 0.41 3.53 29.65 241.61

Poisson equation has the following form:

∆u = −f (1)

Dirichlet boundary conditions are:

u(0, x2, x3) = u(1, x2, x3) = 0,

0 ≤ x2 ≤ 1; 0 ≤ x3 ≤ 1,

u(x1, 0, x3) = u(x1, 1, x3) = 0,

0 ≤ x1 ≤ 1; 0 ≤ x3 ≤ 1,

u(x1, x2, 0) = u(x1, x2, 1) = 0,

0 ≤ x1 ≤ 1; 0 ≤ x2 ≤ 1.

(2)

where ∆ is the Laplace operator.
The Jacobi iteration method for numerical solutions of the Poisson equation is

considered in the three-dimensional case:

un+1
i,j,k =

1

6
(uni−1,j,k + uni+1,j,k + uni,j−1,k+

+uni,j+1,k + uni,j,k−1 + uni,j,k+1 + h2 ∗ fi,j,k)
(3)

Case 2 Buckley-Leverett’s model is chosen as an example of a real industrial problem.
The model considers the following assumptions:

- fluids and porous medium are incompressible;

- the model does not take into account the capillary effects and the gravitational
forces;

- the two-phase flow obeys Darcy’s law;

- the process is isothermal;

Mass conservation equation for water and oil phases has the following form [7]:

m
∂So
∂t

+ div(~vo) = q2 (4)

m
∂Sw
∂t

+ div(~vw) = q1 (5)
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Sw + So = 1 (6)

where m is porosity, Sw, So are water and oil saturations, ~vw, ~vo are velocities of the
water and oil phases which are expressed by the Darcy’s law:

~vi = −K0
fi(s)

µi
∇P, i = w, o (7)

fi(s), µi is the relative permeability and viscosity of fluids, K0 is the absolute perme-
ability.

The pressure equation is obtained by adding (6) and (7):

div(~vw) + div(~vo) = q1 + q2 (8)

The initial and boundary conditions are:

s|t=0 = s0(x)

∂s

∂n
|∂Ω = 0;

∂P

∂n
|∂Ω = γp.Vp;

(9)

where ∂Ω is the bound of area.
The relative permeability curves are taken as follows:

fw(Sw) = S3.5
w ; fo(Sw) = (1− Sw)3.5; (10)

Case 3 Mathematical model of the oil displacement process by polymer-surfactant
flooding, which considers the influence of temperature effects and water salinity, con-
sists of (4)-(10), polymer/ surfactant/salt transport equations and a heat transfer equa-
tion has the following form [8, 9, 10]:

m
∂

∂t
(cpsw) +

∂ap
∂t

+ div(~vwcp) =

= div(mDpwsw 5 cp)
(11)

m
∂

∂t
(cswsw + csoso) +

∂asurf
∂t

+

+div(~vwcsw) + div(~vocso) =
= div(mDswsw 5 csw +mDsoso5 cso)

(12)

m
∂

∂t
(cssw) + div(~vwcs) = 0, (13)

where cp, cs are polymer and salt concentrations in aqueous phase, csw, cso are
surfactant concentration in aqueous and oleic phases, ap, asurf are polymer and
surfactant adsorption functions, Dpw, Dsw, Dso are polymer and surfactant diffusion
coefficients.

Heat transfer equation looks like the following:

∂

∂t
(((1−m)Crρr+

+m(Cwswρw + Cosoρo))T )+
+div(ρwCw~vwT ) + +div(ρoCo~voT ) =

= div((1−m)λ0 +m(λ1sw + λ2s0)5 T )

(14)
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Table 2: Computing time (sec.) for the Case 3
Tested algorithms 16x16x16 32x32x32 64x64x64 128x128x128
Parallel algorithm (PC) 0.127 0.499 2.402 32.639
Parallel algorithm (mobile) 1.115 2.180 6.004 51.480

where Cw, Co, Cr are specific heat of water, oil and rock, ρw, ρo, ρr are density of water,
oil and rock, λw, λo, λr are coefficients of thermal conductivity.

For sequential numerical calculation consistency of units and order of variables are
important. Therefore, a system of equations (1) - (14) is converted to a dimension-
less form. To solve these equations, an explicit scheme is used. First of all, fluid
properties and physical parameters of reservoir are determined. Further calculations
are conducted to find in the following order: distribution of pressure; distribution of
saturation; distribution of salt, surfactant and polymer concentrations; distribution of
temperature in the reservoir;

Figure 2: Comparative timeline calculations for three-dimensional Poisson equation.

3 A Parallel Algorithm using CUDA Technology on a Mobile
Device

We assume that several blocks are located in one grid of a GPU. Each block has three
directions (i.e. the individual blocks are arranged in a three-dimensional form). In
each block, there are several threads which taken in a three-dimensional form. Further
on, during the process of calculation, the data are copied from the global memory to
the shared memory of the mobile device. In this case, the received data cannot be
used repeatedly. Taking into account the fact that global memory is considered to
be the slowest one, copying internal nodes four times will be ineffective. In order to
proceed with the calculation in each subregion, it is necessary to use the data from
the neighbouring subregions (i.e. one needs to copy the boundary data from a global
memory [11, 12]).
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Figure 3: Comparative timeline calculations for pressure equation.

For solving problems mentioned above the parallel algorithm uses a kernel function.
Within this function, an array is declared in a shared memory according to the size of
the problem. Within a single block, each thread will work only with the shared memory.
It is known that the shared memory has a very high throughput and there is no need
to access the global memory each time which results in a considerable performance
increase. In the mentioned parallel algorithm, in order to calculate the output array,
the kernel function declares a temporary array in the shared memory and it sets its
value to the value of the input array, and additionally sets the boundary values from the
neighbouring blocks. Further on, while calculating the equation, it calls up the input
array from shared memory instead of global memory. Due to the high throughput of
the shared memory, the time used in calculation of the program speeds up. Upon the
receipt of boundary values from the neighbouring blocks, it is important to choose the
correct indices for the work with the correct data.

4 The Results and Comparison of Computational Experiments

Case 1 Let us consider results of parallel calculation on different devices to solve
the three-dimensional Poisson equation. The chosen block size is equal to 8 in three
dimensions. The calculation time of this algorithm on the PC is several times less
than the one on the mobile device (Table 1). It can be explained by the fact that
the equation has more dimensions, which affects performance during the receipt of
border elements from the neighbour blocks. For the grid of the size 256x265x256, the
calculation time on the PC is equal to 20.59 seconds, and 62.09 seconds for the mobile
device. Depending on the size of the grid, parallel implementations on the mobile
device are 200-250% slower than the ones on the PC. The parallel algorithm works
10-15 times faster than the sequential algorithm (Figure 2).

Case 2 Next, we are testing our parallel algorithm on different devices to solve the
three-dimensional pressure and saturation equations of Buckley-Leverett’s model. For
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Figure 4: Computing times of mobile device and PC (polymer and surfactant flooding)

the grid size of 128x128x128, the calculation time of the parallel algorithm on the PC
is equal to 21.07 seconds, and on the mobile device – 42.845 seconds.

Figure 3 presents the ratio of mobile and PC computing times. The results prove
that the increase in the grid size leads to a time ratio decline.

Case 3 After testing the Buckley-Leverett’s model, we are tested the model of oil
displacement process by polymer and surfactant, taking into account the salinity and
temperature of the reservoir. In Figure 4, we can see the ratio of calculating time on
the PC and the mobile device. By increasing the grid size the time ratio decreases.
Calculation times of the tested algorithm on different grids and devices are shown in
Table 2.

Figure 5: Demonstration of the mobile application results on the data of Kazakh oil
company.

Figure 5 demonstrates the application for the mobile device on the base of the
model of oil displacement process by polymer and surfactant, taking into account the
salinity and temperature of the reservoir in porous medium.
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The organization of mobile computing for solving practical problems that arise
at various technological processes throughout the world has been developing recently.
The existing high-performance mobile applications are widely developed in the game
industry, as well as in the data preprocessing for image recognition, and in mobile cloud
services. It is known that the power of modern mobile devices are constantly increasing;
for example, the NVIDIA Tegra X1, which has a GPU with 256 cores on the NVIDIA
Maxwell architecture has the ability to provide the theoretical performance at 1 Tflops
[13]. The specified performance is comparable to the power of mini-supercomputers;
therefore the complexity of tasks on mobile platforms will also increase in the future.

Nowadays, there are a number of companies who develop hydrodynamic simulators
of oil and gas fields, such as, Schlumberger, Roxar, etc [14]. Their software is mainly
oriented only for PCs and high-performance clusters as ”thick client” version, which
consequently reduces the degree of convenience in operation and requires additional
specific knowledge for engineers who use it.

The proposed prototype of the mobile high-performance hydrodynamic simulator
runs based on the known input data format (such as, Schlumberger, Roxar, etc. ) and
the results are easily integrated with other software packages for further use. The user
is able to rapidly assess the computer model calculation outputs and make decisions
on the oil fields in real-time. The latter is modified implementation of the complex IT
systems component, which designed according to the ”i-fields” paradigm in the modern
oil and gas industry. Actually the Case 2 and Case 3 are used in a lot of major oil
and gas fields around the world [15], which indicates possibility of using our mobile
prototype in real oil fields.

5 Conclusion

The paper describes the results of using Tegra K1 based mobile device to develop
parallel numerical solutions of chosen mathematical models.

The following conclusions can be noted:
First, mobile devices can be used as computers with significant computational ca-

pacities. Second, according to the presented tests, it becomes obvious that the global
memory of the mobile device is even more ineffective than the one on a PC. As is
seen in the figures, the time losses during repeating accesses to the global memory in
some tests can result in a longer working period of the program than the sequential
algorithm. Third, it turns out that there is a high demand for practical models in using
algorithms for shared memory.

The results of research are illustrated a potential possibility to develop and use the
prototype of high-performance reservoir simulator for mobile devices in the framework
of ”i-fields” concept for calculating of mathematical models of enhanced oil recovery in
real-time. In the future, we will try to realize the idea of high-performance computing
organization on networks of mobile platforms with a GPU using by wireless and plan
to add in-app visualization module for drawing large volumes of data using the ray
tracing algorithm with CUDA technology.
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