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Abstract Resolution is always a key factor for all types of image processing applications. One
common application is text retrieval from images. The assumption that all input images are of
good quality may not be met in some cases. Low-quality images can be taken from a low-resolution
clip, old printed documents, or downloaded from one of the millions of documents available online.
Traditional image preprocessing techniques that use a super-resolution algorithm are mostly designed
to enhance natural scenes and face detection. One of the biggest challenges they face is the possibility
of losing certain textual details in the noise reduction process. In this study, an optimized framework
is specifically designed for text retrieval from low-resolution documents. It can recover missing textual
content, which is often eliminated by existing denoising methods. The proposed framework extracts
useful features from a small number of outputs for the same low-resolution image. The outputs are
generated using four interpolation algorithms. The proposed framework is evaluated on test images
scanned at different low resolutions. The evaluation proves the superiority of our proposed framework
over other text retrieval methods, which is expressed by a better accuracy compared to the best
existing method by 11%.
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1 Introduction

Digital media and information technology have recently evolved, greatly increasing the amount
of information that can be captured and shared, including photos and videos [1]. Retrieving
such text data from a huge volume of images and video requires an efficient approach [2]. For
this reason, in recent years, computer vision and multimedia applications have relied heavily
on text retrieval systems [3]. Text retrieval is a broad research topic involving many fields
[4], such as information retrieval [5|, computer vision [6], machine learning [7], and human-
computer interaction [8]. With the millions of images out there today, it is almost impossible
to manually annotate each individual image [4]. Text retrieval techniques have been developed
to overcome these limitations. These techniques provide faster text-based extraction within
images. However, poor-quality or low-resolution images cause resolution issues that severely
restrict automatic or text usage [9]. Old printed documents, online downloads, or photos
taken with low-resolution devices such as webcams and cell phones can produce low-resolution
images.

High resolution makes the image sharper, clearer, and more detailed [10]. In contrast,
low-resolution images lack enough pixels to fully capture the nuances of text, which is why
they are very blurry [11]. This makes it difficult to distinguish between the shapes of these
letters because many of them appear to be overcoming each other. Text segmentation and
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feature extraction methods may become more difficult with such low-quality images [12].
For example, during the text segmentation process into its letters, noise may appear in many
character blocks. Sometimes, a letter may appear in one block and the rest in a different block.
In other cases, two or more influential letters appear in one block. Using super-resolution
algorithms to pre-process images is a traditional method that faces major difficulties [13].
Typically, they are made to detect faces and natural scenes. Moreover. After noise reduction,
texture details within the image may always be lost [14]. Furthermore, unless the original
scan resolution is high, enhancing the image resolution after scanning will not add additional
information to the image [15]. Fig. 1 shows the effect of image resolution on text retrieval
accuracy.

In Fig. 1, text retrieval values for different image resolutions were recorded using the
Google Tesseract engine [16]. The values prove that the accuracy of text retrieval often
decreases due to the poor quality of input document images. This means that before sending
document images to the text retrieval engine, further work must be done to increase their
quality. Interpolation is a frequently used method to improve image resolution [17]|. It is a
straightforward technique for improving image dimensions by simply adding new pixels or data
points to the low-resolution image. Commonly used image interpolation algorithms include
B-Spline, Bi-cubic, Bi-linear, and Nearest Neighbor [18]. Due to the effect of interpolation,
the high-frequency components of the image, such as edges, are the primary loss area when
the image resolution increases due to interpolation. Edges are critical for detecting objects
within an image [19]. Therefore, it is important to preserve all edges of the image, which is
essential to improve image quality.

Applying the interpolation methods produces different results because each method re-
scales the image in a different way [20]. Therefore, this study proves that it is possible to take
advantage of outcome features resulting from different interpolation methods to obtain better
results. Furthermore, this research has developed a practical approach that can be applied
to any available low-resolution image to enhance and restore its quality so that text retrieval
systems can easily recognize it. Details of the proposed framework are provided in section
three.
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2 Related work

This section examines the attempts made by other researchers in trying to address the research
problem. The focus is on the methods that have created solutions, how they work, and their
strengths and weaknesses. In [21], information was extracted from low-quality medical images
using a Bi-cubic interpolation technique. This was achieved by measuring, evaluating, and
comparing the results with Nearest-neighbor and Bi-linear algorithms using three parameters:
root mean square, mean square error, and peak signal-to-noise ratio. The experimental results
indicate that the Bi-cubic approach performs better in terms of accuracy than the Bi-linear and
Nearest-neighbor algorithms. Furthermore, the degree of similarity to the input image grows
with the size of the image resolution, but at the cost of increased computational complexity.

Some researchers, such as [22|, claimed that there are many problems associated with
isolated character recognition using text retrieval systems. One such problem is that the
accuracy of isolated letter recognition decreases dramatically as font sizes decrease. After using
different super-resolution techniques on images of smaller, isolated letters, the researchers
compared recognition accuracy and examined how recognition accuracy changed with image
size. They used highly accurate algorithms based on deep learning models, such as SRCNN
and DCSCN, to recognize isolated Korean characters with small fonts. The Korean-language
scanned images make up the testing dataset. According to the test results, the most efficient
method for reducing the error rate is to use DCSCN super-precision. The outcomes of the
experiments indicate that including super-resolution techniques in the preprocessing module
can enhance the precision of text recognition for smaller Korean fonts.

Recently, text recognition in natural scenes has been investigated. For example, [23]
showed the importance of text retrieval in a wide range of vision applications. Hence. They
summarize the major issues associated with scene text recognition. Including the effect of
low-resolution images on recognition accuracy. Handwriting recognition based on training
data was seen as a challenging task in [24]. The authors claimed that as the amount of
handwritten data increases, deep learning techniques should be the main focus in the field
of handwriting recognition. They presented that convolutional neural networks are the best
option for dealing with handwriting recognition problems due to their ability to determine the
structure of handwritten characters in a way that facilitates automatic extraction of useful
features. They optimize the structure of the convolutional neural network by adjusting the
kernel size, learning parameters, and number of layers. They ran a lot of tests and on a
dataset of handwritten texts, they were 99% accurate in recognizing them.

In [25], irregular text is considered largely difficult to recognize due to its varied outlines
and distorted forms. Therefore, a multi-object detection system is designed for text recog-
nition. Its design consists of a detection and correction network. The system detects and
extracts irregular text from scene images. The design reduces the complexity of the recogni-
tion process and allows irregular text to be extracted more easily. However, the design requires
training with supervision of images and their text labels. Multi-object detection system fo-
cuses on isolated letters and shows the result sequentially. Besides, the system can recognize
regular and irregular text-embedded scene images. Many experiments were conducted on
different test databases, which showed that the proposed system achieves high accuracy.

Authors in [26] demonstrated that the task of low-resolution face recognition remains chal-
lenging, especially when faces are taken under non-perfect environments, which is commonly
prevalent in vision-based applications. Hence, they presented a face recognition framework for
low-resolution images. The framework can handle non-ideal situations, such as non-uniform
lighting and non-frontal face positions. They mentioned three contributions, (1) conducting
tests to evaluate low-resolution techniques for face recognition, (2) studying face restoration
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on different public datasets, including large-scale datasets, providing the fundamental out-
come for existing deep learning neural approaches, and (3) exploring face detection using
state-of-the-art supervised learning approaches. Recent investigative work mentioned above
demonstrates a variety of approaches and initiatives used to enhance text recognition of low-
resolution images. However, as the current section shows, the bulk of them overlooked the
proposed framework of this study.

3 Proposed Framework

The idea of the proposed framework is based on the fact that a text retrieval system is a
software procedure and always produces the same output under the same input image file
and constraints. Therefore, it is possible to change the pixel values of an image slightly to
get a different digital file and different output. This can be achieved by extracting useful
features from a small number of outputs using different interpolation algorithms for the same
low-resolution image. Fig. 2 shows different binary images using four types of interpolation
algorithms for the same gray-scale image.

In Fig. 2, the low-resolution image of a paragraph is shown in (a) while the single word
"and" is isolated in (b). The image in (b) has been re-scaled using four interpolation algo-
rithms: Nearest neighbor, Bi-linear, Bi-cubic, and B-Spline. After that, four binary images
of the outputs of the interpolation algorithms are represented in (c), (d), (e), and (f) using a
threshold value of 130. These four binary images are slightly different and may not be clear
to the human eye. But it certainly produces different features and thus may lead to another
segmentation and classification of letters. For example, the image in (c¢) is not the same as
the image in (e) due to some letters appear to be touching while others are separate. This is
because the gray-scale values of the pixels in both do not exactly match resulting in different
features. Generating N number of versions of the input image using four different interpo-
lation algorithms is the core component of this approach. Then, the best features of these
versions can be selected for the final text retrieval system output. The proposed framework
and its stages are shown in Fig. 3.
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Figure 3: Proposed framework.

Fig. 3 shows that the proposed framework consists of three main stages. In stage 1, the
low-resolution document image is passed to four interpolation algorithms in parallel to re-scale
its resolution in different ways. These four interpolation algorithms are Nearest Neighbor, Bi-
linear, Bi-cubic, and B-Spline. According to researchers |27], they are the best image-resizing
algorithms to use for preprocessing before passing the low-resolution document to the text
retrieval system. Details of these methods and how they work are described in the following
subsections.
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3.1 Nearest Neighbors Method

Making each pixel in the new image equal to its closest pixel in the original image is one of
the easiest techniques for up-scaling an image. Although this approach is computationally
fast, it can make the image look fuzzy, especially if the values of a large number of pixels are
changed. Images that contain duplicate pixels may lose some of their information. When you
want objects within the image to have sharp edges, this method is ideal. For example, if the
values of point P1 and point P2 are 6 and 12 respectively. Then point P3 becomes equal to
6 if it is closer to point P1 [28].

3.2 Bi-linear Method

Bi-linear interpolation is a more complex method for re-sampling images that determines pixel
values by taking into account a weighted mean of the surrounding points in the source image.
In contrast to the nearest neighbor, which only takes into account the nearest pixel, it looks
at neighboring pixels from both horizontal and vertical directions. It uses linear equations to
calculate the weighted mean and blends the color values of nearby pixels according to how
far they are from the target point. This results in a higher-quality, scaled image by creating
a smoother transition between pixels [29)].

3.3 Bi-cubic Method

When speed is not a concern, bi-cubic interpolation is frequently preferred in image processing
over bi-linear or nearest-neighbor methods in image re-scaling. Bi-cubic interpolation con-
siders 16 pixels (4x4), but bi-linear interpolation only examines 4 pixels (2x2). The closest
pixels receive more attention in calculations and are an ideal combination of output quality
and processing time. For this reason, this method is standard in many image processing pro-
grams, such as Adobe Photoshop. All objects within an image will appear more continuous,
even when they’re not, and it probably generates more accurate pixel values overall [27].

3.4 B-Spline

This method is a polynomial function that uses a set of flexible groups controlled by a set of
values called control pixels, which create smooth isolated characters. These flexible groups
are used to produce clear images and shapes using a specific set of pixels. The places where
curves meet are known as nodes. B-spline is primarily designed to represent a curve due
to its attractive characteristics. For example, boundaries, continuity, spatial singularity, and
preservation of structure. Hence, it has been adopted for use in object segmentation and
classification and thus has been widely used in image processing [30].

Returning to Fig. 3, in Stage 2 of the proposed framework, each text retrieval engine will
receive a single re-scaled image from one of the four interpolation algorithms used in this
research. These versions of the re-scaled image are similar but not equal. Finally, the words
inside the re-scaled image are extracted and stored as a fixed array of words. Then, in Step 3,
the words of each array are organized in parallel with their equivalents in other text retrieval
outputs using the Smith-Waterman technique. The best features (words) of each column
will be selected to generate the final text retrieval output by combining the candidate words
using a space as a separator. The best words were elected and marked as valid by examining
each resulting word if it was defined in a dictionary. Otherwise, if no word is defined in the
dictionary, the word with the largest number of letters in common is chosen.

4 Empirical Results

The proposed framework is evaluated against four popular interpolation algorithms, including
Nearest Neighbor, Bi-linear, Bi-Cubic, and B-Spline. An interface is programmed and pro-
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Table 1: Proposed framework evaluation.

Input Images IIY;ZTS; Bilinear | Bi-cubic | B-Spline Ef;)riztjrk
Images with 50 dpi | 46% 54% 56% 61% 79%
Images with 75 dpi | 65% 73% 74% 7% 88%
Images with 100 dpi | 74% 7% 79% 81% 93%
Images with 150 dpi | 78% 81% 82% 84% 95%

duced using Visual studio.NET that includes procedures to execute the proposed framework
and interpolation algorithms. The Tesseract engine is also used as a text retrieval system to
extract text from images. Tesseract is a freely available software tool from Google that can be
integrated into Visual Studio. NET. Experiments with a total word count of 38958 have been
conducted on many English documents. The texts in these documents serve as reference text
and are taken directly from the CNN News Network website without any layout or pictures.
The text is first printed on paper, and then the hard-copy is scanned at 50 dpi, 75 dpi, 100 dpi,
and 150 dpi with an 8-bit gray-scale to create low-resolution test images from the reference.
The comparison result of the accuracy measure for different interpolation algorithms is shown
in Tab. 1.

Tab. 1 shows the superiority of the proposed framework over existing interpolation algo-
rithms in the accuracy measure. Accuracy is equal to dividing the number of correct words by
the total number of words used in the test multiplied by 100 [31]. The best accuracy results
came from the proposed framework, followed by the B-Spline method for all lower resolutions
used, 50 dpi, 75 dpi, 100 dpi, and 150 dpi. Tab. 1 also shows that the accuracy of the Bi-linear
method looks close to the Bi-cubic method while the nearest neighbor got the worst accuracy
results. Evaluation experiments prove that the proposed framework is the best compared to
state-of-the-art interpolation algorithms.

5 Conclusion

This study analyzed the behavior of a text retrieval system when dealing with several low-
resolution values. It is observed that the accuracy of text retrieval decreases significantly when
the image resolution in the input documents becomes lower. To solve this challenge, existing
interpolation algorithms, such as Nearest Neighbor, Bi-linear, Bi-cubic, and B-Spline, perform
image re-scaling to obtain better quality. However, this study demonstrated that the combi-
nation features of multiple interpolation algorithms can lead to better results. The proposed
framework can recover and maintain lost text details that may be lost during denoising with
existing methods. The proposed framework was tested under four low-resolution documents
of 50 dpi, 75 dpi, 100 dpi, and 150 dpi.

The experiment found that the proposed framework is the most efficient with a relative
improvement of 11% compared to the best accuracy of existing methods. Hence, the prepro-
cessing stage of the text retrieval system can incorporate the proposed framework to further
improve the recognition accuracy. To further improve the proposed framework, a language
model that preserves context information of statements can be added for a better selection
of features among the interpolation algorithms used. Further research can also be done to
determine the behavior of this framework when applied to images with different font types
and sizes.
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