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Abstract Video Speech Recognition (VSR) is the ability of software to extract spoken text
from input sources, such as offline videos and YouTube. It achieves a good recognition ac-
curacy rate for videos with clean environments. However, with unwanted noisy elements in
speech, this presents a major challenge. Depending on where the noise originates from, there
are considerable differences in the impact of various noise kinds on video speech recognition,
including background music, multiple speakers, microphone quality, and dialects. It is not
possible to create a filter for every kind of noise because the sources of noise might differ
greatly and the speech environment’s circumstances can change over time. Hence, instead of
using a single filter for each type of noise, this study proposed to combine features from a small
number of noise removal filters applied to the same video speech signal, resulting in a better
VSR output. According to experimental results, using the proposed framework increases the
accuracy of video speech recognition when evaluated on YouTube videos with different noise
levels. In test experiments, the proposed framework was evaluated against state-of-the-art
approaches. The accuracy mean of the relevant current approaches was improved by 16.67%
and against the best accuracy of them by 7.78%. This research contributes to the video speech
recognition topic as the proposed framework can facilitate the extraction of spoken phrases
in millions of hours of video available online, indexing them, and then searching for them
through their index.
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1 Introduction

The proliferation of user-generated video, video-sharing, free digital storage, and af-
fordable internet [1] has led to an increase in the number of videos on social networks
like Facebook, YouTube, entertainment websites, and news channels. Hence, an effi-
cient scalable method is required to search through the hundreds of millions of hours of
video content that will be available online [2]. But in this growing sea of video, search
engines struggle to find relevant results. This is because they don’t search the videos
themselves but rather terms related to them, such as keywords, tags, and subtitles [3].
However, many Internet videos have unclear text, and clips frequently have inaccurate
or no metadata[4]. The growth of Internet video is hampered by the challenges of
knowing which videos are related to user search. The workaround is to extract the
spoken phrases from videos, index them, and then use their index to search for them
in addition to the current video searches.
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Phrases uttered in videos are translated into written text by computer software
using Video Speech Recognition (VSR) [5]. VSR-using applications perform poorly
when music or background noise is present [6]. Therefore, this research aims to en-
hance video speech recognition when there’s noise from outside. The term "noise"
describes the unwanted components found in video speech transmissions. Any type of
noise complicates the VSR process. [7]. For instance, it is much simpler to recognize
someone’s speech in a clear video than it is in one with background noise. Therefore,
according to many researchers [8], the accuracy of VSR is still poor for speech signals
in videos with noise.

Different types of noise have significantly various effects on video speech recognition
[9], but the background environment is the primary source of errors in a video speech
signal [10]. Noise sources, including microphone quality, background sounds, speaker
characteristics, and dialect differences, can contribute to different types of VSR errors.
It is therefore difficult to train a VSR on all of the noise types or to apply a filter
approach to eliminate each one [11]. It is consequently more efficient to provide a
general framework for video speech recognition in the presence of noise that is more
effective [12]. Figure 1 shows four types of audio signals that are examples of speech
and noise.

Figure 1: Four categories of audio signals that represent noise and speech.

The input signal (a) and the enhanced speech signal (d) in Figure 1 are not identical.
This is because noise is unpredictable and its calculation (b) does not accurately reflect
the actual noise signal [13]. For instance, when a person is driving in a video clip and
his wife is talking, the noise the car makes varies depending on how the speed of the car
changes, while the wifeВ’s speech remains constant. It is therefore difficult to identify
the incoming signal as noise or speech. The multi-input framework is successfully
applied in other domains using noisy test datasets, such as optical character recognition
[14]. In order to make this framework appropriate for the video speech recognition
domain, this study modified it. The creation of a few copies of the video voice signal
using various noise removal filters is the main component of the multi-inputs framework.
The final VSR output can then be selected from the best speech features of these copies.
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2 Related work

This section explores the literature review and provides a critical review of existing
work related to this topic. The goal is to identify limitations and reveal where this
study fits into the research problem. In [15], a model has been demonstrated for visual
speech recognition that is independent of the video signal and is based on lip move-
ments. Moreover, they showed that employing bigger datasets can enhance state-of-the-
art performance. Furthermore, they presented a new architecture based on auxiliary
tasks to improve speech recognition in videos. English, Spanish, and Mandarin were
among the languages in which all of these components were evaluated. The authors
also demonstrate how integrating different training datasets enhances performance and
significantly lowers the word error rate.

In [16], ambient noise inside video has been investigated, which has the potential to
significantly impair speech recognition performance. Therefore, they suggested merging
conventional automated speech recognition (ASR) systems with visual characteristics
describing lip activity as a way to solve this issue. They presented a new multitasking
audio-visual learning system to achieve this. This approach uses two tasks: automatic
speech recognition as the primary task and visual audio activity detection as the sec-
ondary task. Thus, audiovisual information can be used to leverage the function of
speech activity if the speech signal is not recognized. The outcomes of the experiments
indicate that the suggested system gives good performance in any noise condition.

A unique language model was designed in [17] using the Google n-gram corpus as
a reference text. When the output contains errors made by the speech recognition
system, the proposed model corrects them. It leverages context information from
sentences as part of a multi-pass filtering process that shortens processing times and
increases efficiency. The effectiveness of this strategy in dropping the percentage of
speech errors in the recognition process has been demonstrated by experimental results.
Compared with the best word error rate of the compared approaches, it achieved a
relative reduction of 15.71

Without any labeled data, the authors of [18] provided an unsupervised technique
for training speech recognition models. Through adversarial training, they learned to
map from these representations to phonemes by using self-supervised speech represen-
tations to segment unknown phonemes. The strategy lowers the testing benchmark’s
error rate from 26.1 to 11.3 when compared to the most recent unsupervised work. In
the other test, their approach compared to the large English database, matches some
of the top reported systems trained on 960 hours of labeled data with a word error
rate of 5.9. In addition, the authors attempted nine additional languages, including
low-resource tongues like Tatar and Swahili.

In [19], a single statistical model was covered, which included a hybrid model and the
phonetic unit. The recognition rate using the hybrid classifier approach yields better
results. The overall performance of the hybrid system is also superior to the existing
models. The model demonstrates how difficult it is to resolve the conflict between
information sources and self-training. Numerous issues can arise from various levels of
syntax, phonetics, pragmatics, and semantics, including compilation time, disquieting
execution, and power spectrum disorder. Another flaw in this suggested architecture
is that, in order to be more successful, it requires an improved classification strategy.
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Using electroencephalography features, a speech recognition system was created
and trained in [20], to increase recognition accuracy whether or not there is noise in
the surrounding environment. By capturing the electrical characteristics generated
within the speaker’s brain, the properties of electroencephalography may be quanti-
fied. This approach allowed for the identification of a set of speech signal attributes
that could be applied to improve audio signal representation. Using a deep learning
algorithm, these electroencephalography traits have been identified. According to the
experimental findings, speech recognition systems’ accuracy may be improved by em-
ploying electroencephalography features. However, the testing dataset, which included
five English vowels and four English words was little, though. The most recent work
described in this study demonstrates the range of approaches and attempts that have
been made to improve noisy audio signals. However, the majority of them did not
include the proposed framework, as shown in the next section.

3 Proposed Framework

The main concept behind the proposed framework is that it improves VSR output by
combining data from various noise removal filters applied to the same video speech
signal, rather than relying solely on one imperfect noise removal filter. A diagram
illustrating the suggested VSR framework is shown in Figure 2.

Figure 2: Video speech recognition framework.

According to the proposed framework, various noise removal filters might provide
supplementary information about each character in the phrases that need to be rec-
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ognized. Hence, this information could be used to improve the performance of the
VSR final output. Figure 2 shows that the suggested VSR framework consists of four
primary responsibilities. In Task 1, the audio signal from the input video is extracted,
while in Task 2, the proposed framework creates three different versions of the au-
dio signal. To achieve this, three different noise removal filters: the Gammatone filter,
Wiener filter, and Spectral Subtraction are used. The three filters were chosen because,
according to studies [21], they are the most effective in cleaning the video speech sig-
nal from noise. The versions that are created are not identical but similar. Because
of this, even a slight variation in the versions that are made can produce a range of
VSR outputs, from which the best one can subsequently be chosen. Further details
regarding the three noise removal filters used in this investigation are provided in the
paragraphs that follow. The first removal filter is based on the Gammatone filter [22],
which is a result of the multiplication of the sinusoidal tone and gamma distribution.
It is known as the linear filter that can be represented by the impulse response. The
Gammatone method was initially applied to simulate the hearing system of humans.
It is commonly used to enhance video speech signals when background noise or music
is playing [23, 24]. The mathematical model for this filter is given using Equation 1
[22].

G(t) = ctn−1e−2πbtcos(2πft+ θ) (1)

where G(t) is the impulse response function of the Gammatone filter. The variables
c, t, f, n, b, and θ represent the amplitude, the time, the frequency, the order number,
the bandwidth, and the carrier phase respectively [23]. The second removal filter
depends on Spectral subtraction (SS) [25], which is a widely used method to improve
the signal of audio speech when it contains additive noise. The spectrum of the additive
noise is estimated when the speech spectrum is absent during non-speech periods.
Therefore, the estimation of the additional noise is subtracted from the input signal to
provide an enhanced speech signal. However, the disadvantage of this method is that
the added noise may be very different in the non-speech periods causing difficulty in
estimating the noise signal. The mathematical model for spectral subtraction in the
time domain is given using Equation 2.

O(t, f) = I(t, f)−N(t, f) (2)

where O(t, f), I(t, f), and N(t, f) refer to the signals of the output, the input, and
the noise estimation respectively. The variable t is the discrete time while the variable
f is the frame number [26]. In the frequency domain, the mathematical model for
spectral subtraction is given using Equation 3.

O(w, f) = I(w, f)−N(w, f) (3)

where the discrete Fourier transformations of the output, input, and noise signals
are, respectively, O(w, f), I(w, f), and N(w, f). The character w is the discrete
frequency index. The last removal filter is the Wiener filter [27], which is a statistical
method used in several signal processing applications to improve a video speech signal
that has been corrupted by noise. It can estimate the desired video speech signal from
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that distorted by different types of noise. To achieve this task, the mean squared error
is measured using the mathematical model given in Equation 4.

Y (w, f) =
Sd(w, f)

Sd(w, f) + Sn(w, f)
(4)

where Y(w, f) is the transfer function of the Wiener filter, Sd(w, f) is the desired
signal, and Sn(w, f) refers to any type of noise. The character w refers to the discrete
frequency index while the character k refers to the number of the frame in the signal
[28].

Returning to Figure 2, it also shows that in Task 3 of the proposed VSR framework,
the three versions of the input audio signal are processed by three similar Automatic
Speech Recognition (ASR) algorithms in parallel to produce different 3-VSR outputs.
Figure 3 shows an example of VSR outputs.

Figure 3: Different outputs of VSR.

It is evident from Figure 3 that the VSR output has a distinct character count.
Words in the VSR-generated texts overlap vertically as a result of this. To handle
the overlap, an alignment task [14], or matching each character to its counterpart
in other VSR outputs, is required in Task 4 of the proposed VSR framework. The
Smith-Waterman algorithm [29] was used in this study to solve the alignment problem.
Following the alignment activity, the best character from each column will be chosen
via an election task to create the final VSR output. In contrast, to choose the best
word for each column in the election challenge, the research uses the dictionary to
determine whether each word is included in its. If there is only one, it will be indicated
as accurate; If there are multiple in the dictionary, the correct term with the highest
frequency of shared letters is chosen.

4 Empirical Results

In this section, the experimental setting of the research is explained to implement the
concept of the proposed framework. The test dataset was collected from YouTube
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Table 1: Comparison results of the research experiments.
Gammatone
filter

Spectral
Subtraction

Wiener
filter

Proposed
Framework (VSRF)

Correct words 11098 10916 12867 13955
Total words 15724 15724 15724 15724
Accuracy 70.58% 69.42% 81.83% 88.74%

videos with background music or annoying sounds. However, only YouTube videos
with subtitles classified as not auto-generated were chosen as the base dataset for
this evaluation. Hence, to solve this issue, each YouTube video was verified by the
authors. After verification, these videos are added to the test dataset. These subtitles
serve as a reference text to compare with the resulting texts generated by video speech
recognition. The speech in the YouTube videos includes 3,421 phrases containing 15,724
words by different speakers.

Speech phrases may contain numbers, special characters, and punctuation to pre-
serve their real case. The test video files were processed one by one as explained in
Figure 2. Three other relevant techniques that are currently in use were compared to
the suggested framework (VSRF): the Wiener filter, spectral subtraction, and Gam-
matone filter. The user interface was developed using C# in the Visual Studio.NET
environment to implement and evaluate all these methods. Equation 5 shows how
accuracy is calculated as a metric for evaluating the tested methods.

Acc. =
correct words (output text)

total words (reference text)
∗ 100 (5)

In addition to that, Equation 6 was used to measure the relative improvement in
video speech recognition rate:

Relative improvement =
accuracy rate (A)− accuracy rate (B)

accuracy rate(A)
∗ 100 (6)

Where the term "accuracy rate (A)" represents the recognition rate of the proposed
Framework. In contrast, the term "accuracy rate (B)" represents the recognition rate
of the best existing method. Table 1 summarizes the comparison results of the research
experiments.

Table 1 demonstrates that the Spectral Subtraction approach, with a rate of 69.42%,
produced the worst accuracy. The Wiener filter method yields higher accuracy rates
(81.83%) compared to the Gammatone filter method (70.58%). At 88.74%, the sug-
gested framework VSRF yielded the best accuracy. The accuracy mean of the three
related approaches that are now in use has been improved by 16.67% and against the
best accuracy of them by 7.78%, using the proposed framework. This indicates that
the proposed framework VSRF is the best compared to the three existing noise removal
filters.
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5 Conclusion

The goal of this research is to improve the accuracy of speech recognition of videos in
the presence of background music or annoying sounds. This was done by proposing a
solution to the restrictions of existing noise removal filters. As a result, this research
presents and discusses the design details of the proposed framework. The concept of the
proposed framework, flowchart, and contributions are presented in depth. Furthermore,
four experiments were conducted in this study to evaluate this framework using the
accuracy measure. A detailed presentation of the results of the evaluation process is
explained. The results of the experiments are really promising. Compared with other
existing denoising filters, the proposed framework performs better.

Accordingly, the practical results of the research indicate that the objectives of the
study have been achieved. Finally, tests have also shown that disturbing videos have
a high error rate due to the various types of noise. This highlights the fact that the
accuracy of noisy video speech recognition is not always 100% accurate. Reducing
the proposed framework’s processing time is the research’s next goal. Furthermore,
additional research can be conducted to enhance the suggested framework to achieve
higher accuracy.
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