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Abstract In this study, we consider the inverse problem of determining the time-dependent
beam stiffness coefficient q(t) and transverse bending vibrations u(x, t) of a homogeneous
beam using the finite difference method. The problem is governed by a fourth-order partial
differential equation, which is discretized in space and time using numerical techniques to
obtain an accurate and stable solution. An additional condition in the form of an integral is
also included to determine q(t). The results obtained for different discretization grid points are
compared, and a simple test example is presented to demonstrate the accuracy and agreement
of the numerical solutions with analytical solutions. The paper provides a comprehensive
overview of the methodology used to solve the inverse problem, and presents a detailed analysis
of the results obtained.
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1 Introduction

In the past few years, there has been growing interest in the study of direct and inverse
problems for the equation of beam vibrations [2]–[15]. The development of modern
technology has facilitated the creation of programs for solving these equations, which
has become a major field in engineering and science. The numerical solutions of the
beam vibration equation are given in [7]–[15]. Articles [8] and [9] present approxi-
mate methods for solving direct and inverse problems described by the inhomogeneous
Bernoulli-Euler equation of beam vibrations. In [15], an analytical solution of the
differential equation of transverse vibrations of a piecewise homogeneous beam in the
frequency domain was obtained for various boundary conditions.

An inverse problem is a type of problem that often arises in many branches of sci-
ence, when the values of the model parameters must be obtained from the observed
data. The method of proof for inverse dynamic problems of local theorems of ex-
istence and uniqueness of solutions, theorems of uniqueness and conditional stability,
and numerical approaches to finding their solutions are considered in [16]-[25].The main
results of [20] comprise local existence and global uniqueness theorems, as well as a
stability estimate for the solution of the problem of determining the reaction coefficient
in a time-fractional diffusion equation. In [24], a comparison of finite difference and
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Fourier spectral numerical methods for an inverse problem of simultaneously determin-
ing an unknown coefficient in a parabolic equation with the usual initial and boundary
conditions is proposed.

In this study, we derive an efficient numerical algorithm based on the finite dif-
ference method for the inverse problem of determining the time-dependent unknown
coefficient in the one-dimensional beam vibration equation, together with its solution.
The remainder of this paper is organized as follows. In the next section, we describe
the mathematical formulation of the inverse problem. Section 3 presents the numerical
setup and finite-difference discretization for the inverse problem under consideration.
In Section 4, we present numerical results obtained for a test example. Finally, con-
clusions are presented in Section 5.

2 Mathematical formulation of the inverse problem
We consider an inverse problem of determining the unknown coefficient q(t) and the
transverse bending vibrations u(x, t) of a homogeneous beam of length l that satisfy
the fourth-order partial differential equation

utt + a2uxxxx + q(t)u = f(x, t), (x, t) ∈ (0, l)× (0, T ] =: G (1)

with the initial conditions

u|t=0 = ϕ(x), ut|t=0 = ψ(x), x ∈ [0, l], (2)

and the boundary conditions

u(0, t) = uxx(0, t) = u(l, t) = uxx(l, t) = 0, t ∈ [0, T ]. (3)

In the direct problem, it is required to determine the function

u(x, t) ∈ C4,2
x,t (G) ∩ C2,1

x,t (Ḡ), (4)

satisfying relations (1)–(3), given numbers a, l, T and sufficiently smooth functions
ϕ(x), ψ(x), q(t), f(x, t).

Inverse problem. Find the coefficient q(t) if the following additional information
about the solution of the direct problem (1)–(3) is available:∫ l

0

u(x, t)h(x)dx = g(t), (5)

where the functions g(t) and h(x) are given functions.
We assume that the data of the problem (1)–(5) satisfy the following conditions:

(A1) ϕ(x) ∈ C5[0, l], ϕ(0) = ϕ(l) = ϕ′′(0) = ϕ′′(l) = ϕ(4)(0) = ϕ(4)(l) = 0,

(A2) ψ(x) ∈ C3[0, l], ψ(0) = ψ(l) = ψ′′(0) = ψ′′(l) = 0,

(A3) f(x, t) ∈ C(G) ∩ C3
x(G), f(0, t) = f(l, t) = f ′′xx(0, t) = f ′′xx(l, t) = 0, 0 ≤ t ≤ T,

(A4) h(x) ∈ C4[0, l], h(0) = h(l) = hxx(0) = hxx(l) = 0,

(A5) g(t) ∈ C2[0, T ], |g(t)| ≥ g0 > 0, g0 = const.
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2.1 Study of the direct problem

We will look for the solution to direct problem (1)–(3) in the form

u(x, t) =
∞∑
n=1

un(t)Xn(x), (6)

where

un(t) =

√
2

l

l∫
0

u(x, t) sinµnxdx, Xn(x) =

√
2

l
sinµnx, µn =

πn

l
.

Applying the formal scheme of the Fourier method and using (1), (2), we obtain

u′′n(t) + aµ4
nun(t) = fn(t)− q(t)un(t), n = 1, 2, . . . , 0 < t < T, (7)

un(0) = ϕn, u′n(0) = ψn, n = 1, 2, . . . , (8)

где

ϕn =

l∫
0

ϕ(x)Xn(x)dx, ψn =

l∫
0

ψ(x)Xn(x)dx, fn(t) =

l∫
0

f(x, t)Xn(x)dx.

Using the methodology of [4], we present the solution to the problem (7), (8) in the
form of an integral equation

un(t) = ϕn cos aµ2
nt+

ψn
aµ2

n

sin aµ2
nt+

1

aµ2
n

t∫
0

fn(s) sin aµ2
n(t− s)ds−

− 1

aµ2
n

t∫
0

q(s)un(s) sin aµ2
n(t− s)ds. (9)

For each fixed n, the equation (9) is a Volterra integral equation of the second
kind with respect to un. According to the general theory of integral equations, under
appropriate conditions on the functions ϕ(x), ψ(x), q(t), f(x, t) it has a unique solu-
tion. The solution to this integral equation can be found by the method of successive
approximations.

In addition, from (9) can obtain an estimate for un(t):

|un(t)| ≤
∣∣∣∣ϕn cos aµ2

nt+
ψn
aµ2

n

sin aµ2
nt

∣∣∣∣+

∣∣∣∣∣∣ 1

aµ2
n

t∫
0

fn(s) sin aµ2
n(t− s)ds

∣∣∣∣∣∣+

+

∣∣∣∣∣∣ 1

aµ2
n

t∫
0

q(s)un(s) sin aµ2
n(t− s)ds

∣∣∣∣∣∣ ≤ |ϕn|+ 1

aµ2
n

|ψn|+
1

aµ2
n

‖fn‖T+
1

aµ2
n

‖q‖
t∫

0

un(s)ds,
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where ‖fn‖ = max
0≤t≤T

|fn(t)|, ‖q‖ = max
0≤t≤T

|q(t)|.
Hence, due to Gronwall’s inequality and the relations µ1 < µ2 < . . ., we obtain the

estimate
|un(t)| ≤

(
|ϕn|+

1

aµ2
n

|ψn|+
1

aµ2
n

‖fn‖T
)

exp

{
1

aµ2
1

‖q‖T
}
. (10)

Taking into account (7) and (10) the estimation results for u′′n(t):

|u′′n(t)| ≤ ‖fn‖+ (‖q‖+ a2µ4
n)

(
|ϕn|+

1

aµ2
n

|ψn|+
1

aµ2
n

‖fn‖T
)

exp

{
1

aµ2
1

‖q‖T
}
. (11)

Thus, the following statement is true:

Lemma 2.1. For any t ∈ [0, T ] the following estimates hold:

|un(t)| ≤ C1

(
|ϕn|+

1

n2
|ψn|+

1

n2
‖fn‖

)
, (12)

|u′′n(t)| ≤ C2

(
n4|ϕn|+ n2|ψn|+ n2‖fn‖

)
, (13)

where Ci, i = 1, 2 – positive constants depending on T , a, l and ‖q‖.
Formally, from (6) by term-by-term differentiation we compose the series

utt =
∞∑
n=1

u′′n(t)Xn(x), (14)

uxxxx =
∞∑
n=1

un(t)X(4)
n (x) =

∞∑
n=1

µ4
nun(t)Xn(x). (15)

The series (6), (14) and (15) for any (x, t) ∈ G based on Lemma 1 are majorized
by the series

C3

∞∑
n=1

(
n4|ϕn|+ n2|ψn|+ n2‖fn‖

)
, (16)

where the constant C3 depends on T , l.

Lemma 2.2. Under the conditions A1, A2, A3, one has the relations

ϕn =
1

µ5
n

ϕ(5)
n , ψn = − 1

µ3
n

ψ′′′n , fn(t) = − 1

µ3
n

f ′′′n (t), (17)

where

ϕ(5)
n =

√
2

l

l∫
0

ϕ(5)(x) cosµnxdx, ψ′′′n =

√
2

l

l∫
0

ψ′′′(x) cosµnxdx,

f ′′′n (t) =

√
2

l

l∫
0

fxxx(x, t) cosµnxdx

with the estimates
∞∑
n=1

|ϕ(5)
n |2 ≤ ‖ϕ(5)‖L2[0,l],

∞∑
n=1

|ψ′′′n |2 ≤ ‖ψ′′′‖L2[0,l]. (18)
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Integrating by parts five times in the integrals for ϕn and three times in the integrals
for ψn and fn(t) and taking into account the assumptions of Lemma 2.1, we obtain the
relation (17). Inequality (18) is the Bessel inequality for the coefficients of the Fourier
expansions of the functions ϕ(5)

n and ψ′′′n in the cosine system {
√

2/l cosµnx} on the
interval [0, l].

If the functions ϕ(x), ψ(x) and f(x, t) satisfy the conditions of Lemma 2, then, by
virtue of (17) and (18), the series (16) converges, and consequently the series (6), (14)
and (15) converge absolutely and uniformly in the rectangle G, thus the sum of the
series (6) satisfies the relations (1)–(4).

2.2 Study of the inverse problem

Having multiplied both parts of (1) by h(x) and integrated from 0 to l over x, in view
of conditions (5) and A5, we obtain

g′′(t) + a2

l∫
0

u(x, t)h(4)(x)dx+ q(t)g(t) =

l∫
0

f(x, t)h(x)dx.

By solving this equation for q(t), we find that

q(t) =
1

g(t)

l∫
0

f(x, t)h(x)dx− g′′(t)

g(t)
− a2

g(t)

l∫
0

u(x, t)h(4)(x)dx. (19)

Now we substitute the expression (19) for q(t) into (6) and arrive at an integral equation
for u(x, t):

u(x, t) = Ψ(x, t)−
t∫

0

l∫
0

l∫
0

u(y, s)G1(x, ξ, y, t, s)dξdyds−
t∫

0

l∫
0

u(y, s)G2(x, y, t, s)dyds−

−
t∫

0

l∫
0

l∫
0

u(ξ, s)u(y, s)G3(x, ξ, y, t, s)dydξds. (20)

where

Ψ(x, t) =

√
2

l

∞∑
n=1

(
ϕn cosωnt+

ψn
ωn

sinωnt

)
sinµnx+

+
2

l

∞∑
n=1

1

ωn

t∫
0

l∫
0

f(x, s) sinωn(t− s) sinµnxdxds,

G1(x, ξ, y, t, s) =
2

l

∞∑
n=1

1

ωng(s)
f(ξ, s)h(s)h(4)(y) sinωn(t− s) sinµn(y) sinµnx,

G2(x, y, t, s) =
2

l

∞∑
n=1

g′′(s)

ωng(s)
h(4)(y) sinωn(t− s) sinµn(y) sinµnx,
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G3(x, ξ, y, t, s) =
2a2

l

∞∑
n=1

1

ωng(s)
h(4)(ξ)h(4)(y) sinωn(t− s) sinµn(y) sinµnx.

Denote the operator taking the function u(x, t) to the right-hand side of (20) by A.
Then, (20) is written as the operator equation

u = Au. (21)

Consider the functional space of function u(x, t) ∈ C(G) with the norm given by
the relation

‖u‖ = max
(x,t)∈Ḡ

|u(x, t)|

For simplicity, we denote

Ψ0 = max
(x,t)∈G

|Ψ(x, t)|, λ1 = max
(x,t)∈G, ξ,y∈[0,l], s∈[0,T ]

|G1(x, ξ, y, t, s)| ,

λ2 = max
(x,t)∈G, y∈[0,l], s∈[0,T ]

|G2(x, y, t, s)|, λ3 = max
(x,t)∈G, ξ,y∈[0,l], s∈[0,T ]

|G3(x, ξ, y, t, s)|,

(22)
Let B(Ψ,Ψ0) = {u : ‖u − Ψ‖ ≤ Ψ0}. Obviously, ‖u‖ ≤ 2Ψ0 for u(x, t) ∈ B(Ψ,Ψ0).
We use the Banach principle to prove the existence and uniqueness of solution to the
operator equation (21).

Theorem 2.1. Let conditions A1, A2, A3, A4, A5 are satisfied. For all u(x, t) ∈
B(Ψ,Ψ0) and T ≤ 1

2l (λ1l + λ2 + 2λ3Ψ0l)
the solution to the operator equation (21) in

the class C4,2
x,t (G) exists and it is unique.

Proof
Let us prove that for suitable T the operator A maps the ball B(Ψ,Ψ0) into itself; i.e.,
the condition u ∈ B(Ψ,Ψ0) implies that Au ∈ B(Ψ,Ψ0). For this, we have

‖Au−Ψ‖ = max
(x,t)∈Ḡ

|Au−Ψ| ≤

∣∣∣∣∣∣
t∫

0

l∫
0

l∫
0

u(y, s)G1(x, ξ, y, t, s)dξdyds

∣∣∣∣∣∣+
+

∣∣∣∣∣∣
t∫

0

l∫
0

u(y, s)G2(x, y, t, s)dyds

∣∣∣∣∣∣+

∣∣∣∣∣∣
t∫

0

l∫
0

l∫
0

u(ξ, s)u(y, s)G3(x, ξ, y, t, s)dydξds

∣∣∣∣∣∣ ≤
≤ 2Ψ0lT (λ1l + λ2 + 2λ3Ψ0l)

If T satisfy the condition T ≤ 1/[2l (λ1l + λ2 + 2λ3Ψ0l)], then Au ∈ B(Ψ,Ψ0). Now
we check the second condition of a fixed point argument. Let u1, u2 ∈ B(Ψ,Ψ0) then
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we get

‖Au1 − Au2‖ ≤ max
(x,t)∈Ḡ

|Au1 − Au2| ≤

≤

∣∣∣∣∣∣
t∫

0

l∫
0

l∫
0

(u1(y, s)− u2(y, s))G1(x, ξ, y, t, s)dξdyds

∣∣∣∣∣∣+
+

∣∣∣∣∣∣
t∫

0

l∫
0

(u1(y, s)− u2(y, s))G2(x, y, t, s)dyds

∣∣∣∣∣∣+
+

∣∣∣∣∣∣
t∫

0

l∫
0

l∫
0

(u1(ξ, s)u1(y, s)− u2(ξ, s)u2(y, s))G3(x, ξ, y, t, s)dydξds

∣∣∣∣∣∣ ≤
≤ lT (λ1l + λ2 + 4λ3Ψ0l)‖u1 − u2‖

Therefore, if the number T is small enough to satisfy the condition

T <
1

2l (λ1l + λ2 + 2λ3Ψ0l)
, then A is a contraction operator on B(Ψ,Ψ0). Then, by

the Banach principle, equation (21) has a unique solution in B(Ψ,Ψ0). The proof of
the Theorem 2.1 is complete.

3 Numerical procedure
Consider a one-dimensional domain denoted as Ω ∈ (0, l). We divide this domain into
discrete points using a total of Nx discretization points. The spatial step size is defined
as ∆x = l

Nx
. The discretized points are represented as xi = i∆x, where 0 ≤ i ≤ Nx and

i is a positive integer. To approximate the solution u(xi, tn), we introduce the notation
uni , where tn = n∆t and 0 ≤ n ≤ Nt. Here, ∆t = T

Nt
represents the temporal step

size, and Nt is the total number of time steps. The discretization scheme is depicted
in Figure 1.

3.1 Fully explicit finite difference scheme

We use the explicit finite difference scheme with the central second order approxima-
tions for the temporal and spacial derivatives in Eq. (1).

utt ≈
un+1
i − 2uni + un−1

i

∆t2

and
uxxxx ≈

uni+2 − 4uni+1 + 6uni − 4uni−1 + uni−2

∆x4
= Duni , (23)

whereD is the finite difference differentiation matrix for the fourth-order spacial deriva-
tive. Then, the fully explicit finite difference form of Eq. (1) reads as

un+1
i − 2uni + un−1

i

∆t2
+ a2Duni + qnuni = fni .
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Figure 1: A schematic node ordering representation for a one-dimensional finite differ-
ence grid.

Note that Duni is written here as a matrix-vector multiplication. un+1
i at grid point i

for the time step n+ 1 results in

un+1
i = 2uni − un−1

i + ∆t2
(
fni − qnuni − a2Duni

)
(24)

The time loop in (24) starts from n = 1. Hence, u0
i and u1

i must be known, and are
obtained by using the initial conditions (2), i.e. u0

i = φi. We employ the forward Euler
time marching for the second initial condition, ut|t=0 = ψ(x),

u1
i − u0

i

∆t
= ψi, u1

i = u0
i + ∆tψi or u1

i = φ0 + ∆tψi.

3.2 Finite difference differentiation matrix

In order to find the differentiation matrix D for the fourth-order spacial derivative, we
write Eq. (23) at grid points i = 1, 2, 3, ..., Nx − 2, Nx − 1 in ascending indices, i.e.

i = 1→ 1

∆x4

(
un−1 − 4un0 + 6un1 − 4un2 + un3

)
,

i = 2→ 1

∆x4
(un0 − 4un1 + 6un2 − 4un3 + un4 ) ,

i = 3→ 1

∆x4
(un1 − 4un2 + 6un3 − 4un4 + un5 ) ,

...

i = Nx − 2→ 1

∆x4

(
unNx−4 − 4unNx−3 + 6unNx−2 − 4unNx−1 + unNx

)
,

i = Nx − 1→ 1

∆x4

(
unNx−3 − 4unNx−2 + 6unNx−1 − 4unNx

+ unNx+1

)
.

(25)

We do not consider i = 0 and i = Nx due to the boundary conditions (3), i.e.
un0 = unNx

= 0. As it can be noticed, there are two grid points un−1 and unNx+1 out
of the domain. These points are determined by applying the second order central finite
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difference approximations to the boundary conditions (3), i.e. uxx|x=0 = uxx|x=l = 0,

un1 − 2un0 + un−1

∆t2
= 0,

unNx+1 − 2unNx
+ unNx−1

∆t2
= 0.

The above equation results in

un−1 = −un1 and unNx+1 = −unNx−1. (26)

By inserting (26) in (25), the expression (25) can be rewritten as a matrix-vector
multiplication

1

∆x4



5 −4 1 0 . . . 0 0 0 0
−4 6 −4 1 0 . . . 0 0 0
1 −4 6 −4 1 0 . . . 0 0
0 1 −4 6 −4 1 0 . . . 0
... . . . . . . . . . . . . . . . ...
0 . . . 0 1 −4 6 −4 1 0
0 0 . . . 0 1 −4 6 −4 1
0 0 0 . . . 0 1 −4 6 −4
0 0 0 0 . . . 0 1 −4 5





un1
un2
un3
un4
...

unNx−4

unNx−3

unNx−2

unNx−1


= Duni ,

where i ∈ [1, Nx − 1], and the matrix itself is denoted as D.

3.3 Time-dependent unknown coefficient

Now, let us construct a predicting mechanism to find the time-dependent unknown
coefficient q(t). First, multiplying both sides of Eq. (1) by h(x), and integrating it
over the domain of interest, from 0 to l, we obtain∫ l

0

h(x)utt(x, t)dx+a2

∫ l

0

h(x)uxxxx(x, t)dx+q(t)

∫ l

0

h(x)u(x, t)dx =

∫ l

0

h(x)f(x, t)dx.

In addition, employing the overdetermination condition (4), the above integral form
is reduced to

gtt(t) + a2

∫ l

0

h(x)uxxxx(x, t)dx+ q(t)g(t) =

∫ l

0

h(x)f(x, t)dx. (27)

The integral in the left-hand side of Eq. (27) has been rewritten in terms of u(x, t)
by using the integration by parts (four times) and boundary conditions (3), resulting
in ∫ l

0

h(x)uxxxx(x, t)dx =

∫ l

0

hxxxx(x)u(x, t)dx.

From Eq. (27), q(t) is calculated as

q(t) =
1

g(t)

(∫ l

0

h(x)f(x, t)dx− gtt(t)− a2

∫ l

0

hxxxx(x)u(x, t)dx

)
.



50 Durdiev U. D., Durdiev D. D.

We further calculate q(t) numerically for each time step by applying the second order
finite difference approach for gtt(t) and trapezoidal rule to approximate the integrals,
i.e. qn,

qn =
1

gn

(
F n − gn+1

i − 2gni + gn−1
i

∆t2
− a2Hn

)
(28)

where

F n ≈
∫ l

0

h(x)f(x, t)dx,

Hn ≈
∫ l

0

hxxxx(x)u(x, t)dx.

The same finite difference differentiation matrix D, as in 25, has been used for
the fourth derivative, i.e. hxxxx(x) ≈ Dhi. Based on the equations (24) and (28),
Algorithm 1 has been constructed for the simultaneous determination of u(x, t) and
the unknown coefficient q(t), and implemented in open-source programming language
Python.

4 Results and discussions

4.1 Example

In this section, the numerical results, obtained by using Algorithm 1, are presented
for the test example (30). The computational details have already been provided in
Section 3. The results have been analyzed by calculating the absolute error between
the exact and estimated solutions, defined as,

η(u) = max1≤i≤Nx|unumericali − uexacti |
η(qn) = |qnumericaln − qexactn |

(29)

We solve the inverse problem (1)-(4) with the following input data:

h(x) = sinx, φ(x) = 4 sinx, ψ(x) = 2 sinx, g(t) = 2π(et + 1)

f(x, t) = 2(et + 1)et sinx+ 8(et + 1) sinx+ 2et sinx
(30)
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Figure 2: Evolution of the numerical solutions of u(x, t) over time with Nx=300 grid
points.

for x ∈ (0, l = 2π) and t ∈ (0, T = 1). The exact solution is given by

u(x, t) = 2(et + 1) sinx and q(t) = et. (31)

The one-dimensional domain was discretized withNx=300 grid points with grid spacing
of ∆x = l/Nx in the program. The time increment ∆t between the time steps was set
to 10−5.

4.2 Numerical results

Figure 2 illustrates the numerical solution of u(x, t) over time. As time evolves, the
amplitudes of u(x, t) increase, as shown in the color bar of the three-dimensional plot,
Figure 2. It is analogous, looking at the analytical solution of u(x, t),(31), if t gets
higher the exponential et ascends. For clarity, the comparison of numerical and ana-
lytical solutions are presented in Figure 4, although, it is hard to distinguish numerical
and analytical solutions due to the large number of grid points. Therefore, we have
analyzed the relative errors (29) between the estimated and exact solutions for each
time. The results are shown in Figure 3 for Nx=300 and Nx=600. The results of the
time-dependent unknown coefficient q(t) are represented in Figure 5 for Nx=300 and
Nx=600 as well. As can be seen, although, this coefficient depends on time, it shows
higher accuracy for larger number of grid points Nx. In Eq. (28), q(t) contains two
integrals, and we have used the same grid spacing for the integral approximation as in
the spacial derivative approximation. Therefore, as grid spacing gets finer, the accu-
racy of the numerical results improves. Figure 6 shows that the relative error decreases
linearly as the total number of grid points increases.



52 Durdiev U. D., Durdiev D. D.

Figure 3: The relative error between the estimated and exact solutions of u(x, t) for
each time step. The error increases exponentially as time evolves.

Figure 4: Comparison of the analytical and numerical solutions of u(x, t = T ).

Figure 5: Comparison of the analytical and numerical solutions of q(t).

Figure 6: The absolute error between the numerical and analytical solutions of q(t).

4.3 Numerical results under noise

In an inverse problem, the goal is to determine the input parameters or causes that
produced a particular set of observed output data. In many cases, this is a difficult
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task due to the presence of measurement errors, model uncertainties, and other sources
of noise. Adding noise to an inverse problem can be beneficial because it can help
to regularize the problem and prevent overfitting. Without noise, the solution to an
inverse problem is very sensitive to small variations in the input data, and may not
generalize well to new or noisy data. By adding noise to the data, the inverse problem
becomes more well-posed, meaning that it has a unique and stable solution that is less
sensitive to small perturbations in the input data. Therefore, the proposed algorithm
is tested by adding noise to the additional condition (4), for example:∫ l

0

u(x, t)h(x)dx = g(t)

(
1 +

P

100
ξ

)
,

where P - error in percantage, ξ - a random number from a uniform distribution over
(-1,1).

Based on the results, Figure 7 shows two plots: one representing the analytical
solution to q(t) and the other representing the numerical solution to q(t) with added
noise, where P is 3%, 5% and 10%. The two plots are overlaid on each other, with
the analytical solution shown as a smooth curve and the numerical solution with noise
shown as a series of fluctuating data points. It is important to note that the level of
error P can have a significant impact on the accuracy and stability of the simulation
results. The 3% error (Figure 7a) would represent a relatively small level of uncertainty,
while the 10% error (Figure 7c) would represent a much larger level of uncertainty. In
general, higher levels of error will lead to more variability in the results, and may make
it more difficult to identify trends or patterns in the data. On the other hand, lower
levels of error may not accurately reflect the amount of uncertainty that is present in
the real-world data, and may lead to overly confident or biased conclusions.

5 Conclusion
In this study, we have presented a methodology for solving the inverse problem of
determining the time-dependent beam stiffness coefficient q(t) and transverse bending
vibrations u(x, t) of a homogeneous beam using the finite difference method. The
results obtained demonstrate the accuracy and agreement of the numerical solutions
with analytical solutions, even in the presence of noise. The additional condition in
the form of an integral is shown to be effective in determining q(t), and the effect of
discretization grid points on the accuracy of the solutions is also analyzed.

The methodology presented in this study can have important practical applications
in various fields of engineering, such as the design and analysis of structural systems,
and the prediction of dynamic response of structures to external loads or environmental
changes. The use of noise in the numerical analysis can also help to simulate measure-
ment errors and other sources of uncertainty, which is an important consideration in
real-world applications.

Overall, the methodology presented in this study provides a powerful tool for solving
inverse problems in the presence of a time-dependent stiffness coefficient, and can be
adapted to a wide range of problems in engineering and other fields. Further research
can explore the use of other numerical methods or optimization algorithms to improve
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Figure 7: Numerical solutions of q(t) obtained with noise.

the accuracy and efficiency of the solution, and to address other sources of uncertainty
or variability in the system.
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